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This talk will discuss how privacy enhancing technologies (PETs) are developed, de-
ployed, whose interests they currently serve and how they can be designed to serve public
interest. PETs have the potential to address the intersection of cybersecurity and data
concerns on the Internet. Yet, they also open up risks to privacy and other fundamental
rights that are understudied.

PETs have been touted as being beneficial for people and for the society [NA15].
These techniques allow data processing while protecting the underlying data from being
unnecessarily revealed. For example, techniques such as “homomorphic encryption” and
“secure multiparty computation” make it possible to train machine learning models while
aggregating data from individuals without revealing the individual information to anyone
else, including the other participants. Other techniques such as “differential privacy” allow
for the release of aggregate statistics while reducing the risks of individual identification.

An increased awareness of personal data collection and of data protection regulations
has contributed to the appeal of these PETs. However, are the current deployments serv-
ing the needs of the public, or the narrow interests of corporations and governments?
Companies such as Google are working with Mastercard to track people online and of-
fline by combining advertisement information with purchase information [BS18]. The
individual data points are protected, but the surveillance capability broadens.

The European Commission wants companies to scan devices of people, and has iden-
tified “homomorphic encryption” and “secure multiparty computation” as possible ap-
proaches to achieve this goal [Com22]. Europol has suggested that such scanning be
extended beyond the initial proposal to detect child sexual abuse material because even
innocent images could be useful for law enforcement purposes [MSZF23]. These examples
raise the question of whether PETs entrench the current status quo of surveillance.

Furthermore, products incorporating PETs also raise competition concerns [Com23].
Certain PETs techniques require large amounts of computing power, which remain in the
possession of a few “cloud” infrastructure companies. These same companies are also
involved in the standardisation of PETs in various forms 1. This creates a dependency
between the digital infrastructure, its uses and corporate incentives.

Given the promise and expectation of PETs to protect people’s privacy, one would
imagine that significant research would have been carried out to understand the actual
privacy benefits of these technologies. Many of the PETs indeed stand on years of math-
ematical and security analysis [DR14, Lin16]. While these are essential and important,
these are agnostic to the context in which these PETs are deployed. A few recent works
design PETs with abuse prevention built-in [KGT20, TBB+22]. But such thoughtful
designs are far from the norm.

1In particular, Internet Engineering task Force (IETF) and the World Wide Web Consortium (W3C)
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For PETs to truly serve public interest, they need to protect privacy of people in the
context of deployment. Otherwise they will be a tool for privacy-washing, deployed to
encroach on people’s rights.
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